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Abstract� Inpainting an art the restores old, damage image. 
Exemplar based inpainting is that use the patch based approach. 
This method uses patches to fill the target region of the image. This 
method uses simultaneous the texture synthesis and structural 
propagation. But after some iteration the dropping effect of 
confidence term is occur in this method. The robust exemplar 
based method avoid dropping effect by using robust priority 
function. We proposed a video inpainting method on the basis of 
the robust exemplar based inpainting algorithm using region 
segmentation. In our we use robust priority function to avoid 
dropping effect and region segmentation to determine the adaptive 
patch size and reduced search region. The experimental results 
show the effectiveness of our method. 

Index Terms�Image inpainting, Exemplar based inpainting, 
Robust image inpainting, Robust video inpainting 

I. INTRODUCTION 

Image inpainting fills the damaged, missing region in an 
image with help of spatial information of the neighbor of 
same image. Now a day, the image restoration is an 
important part of the digital image processing due to 
population of consumer digital cameras. Image inpainting is 
a method that restores old, damaged images. Also, it removes 
the object from image. Image inpainting is applied to red eye 
correction, super resolution, compression. There are several 
methods of image inpainting. M. Bertalmio [1] proposed a 
inpainting method that fills the target region with textural 
synthesis. This method fills the user selected region pixel by 
pixel. A. Criminisi introduced exemplar based image 
inpainting method [2] that removes the large object from the 
image and fills the target region with patch approach i.e. set 
of pixels. This method combines the textural synthesis and 
structural propagation. Robust exemplar based inpainting 
using region segmentation [9] that defines the robust priority 
function that avoids the dropping effect and uses the region 
segmentation that determines the adaptive patch size and 
reduced search region. This method gives less error 
propagation and more accuracy while filling the target 
region. So, we extend this approach to video inpainting. We 
proposed a video inpainting method that uses the robust 
priority function and region segmentation for selected video. 

II. REVIEW AND BACKGROUND 

A.  REGION SEGMENTATION 
The graph based region segmentation algorithm [10] gives the 
spatial information of image. This region segmentation gives 
the segmentation map or segmented image that divides into 
number of region. Segmentation map is given as G = (V, E), 
where V denotes initial vertex set and E denotes a 
corresponding set of edges. We get segmented image through 
iterative merging. In each step of merging, the component of 
vertices  and  will merge in one segment if the difference 
between two components is smaller than internal difference of 
two components.  

B. EXEMPLAR BASED INPAINTING 

Criminisi exemplar based inpainting [2] that removes the large 
object from image. It uses patch approach and iteratively search 
the source region to fill the target region. This method defines 
the priority function in order to fill the manually selected target 
region of the image. This method simultaneously conducts 
textural synthesis and structural propagation. Priority function 
of patch which to be fill first in order to fill target region is 
defined as, 

                                                              (1)          
 Where, C(p) is confidence term i.e. textural 
information at pixel  and D(p) is data term i.e. structural 
information at pixel p and given as, 

                ,                (2)  

 Where,  is size of patch centered at .  is 
intensity gradient and  is normal vector at pixel p. 255 is 
normalized value for 8-bit image. This method uses fixed 
size patch. But the error propagation is occurring in this 
method due to dropping effect of confidence term after 
number of iterations. The confidence term is nothing but the 
textual information of the source region that have to fill the 
region which is selected manually and in the same way the 
data term is structural information that fills contour, lines. In 
this way, this method inpaint the image with confidence term 
and data term.  
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ABSTRACT 

Category recognition system will be developed for application to image retrieval. This paper proposes two sets 

of novel edge-texture features, Discriminative Robust Local Binary Pattern (DRLBP) and Ternary Pattern 

(DRLTP), for object recognition. By finding the limitations of Local Binary Pattern (LBP), Local Ternary 

Pattern (LTP) and Robust LBP (RLBP). DRLBP and DRLTP are proposed features by analyzing with HOG and 

SIFT features for better performance. For classification purpose linear SVM classifier is used. Furthermore, the 

proposed features retain contrast information necessary for proper representation of object contours that LBP, 

LTP, and RLBP discard. Our proposed features are tested on CALTECH 256  Data set. Results demonstrate that 

the proposed features outperform the compared approaches on most data sets. 

Keywords- DRLBP, DRLTP, SIFT, HOG, Feature extraction and SVM  

1. INTRODUCTION 

Object recognition is divided in two parts category recognition and detection. Category recognition is used to 

classify an object into one of several predefined categories. Detection is used to distinguish objects from the 

background. Typically, objects have to be detected against cluttered, noisy backgrounds and other objects under 

different illumination and contrast environments. Performance of object recognition can be improved by 

discriminating the object from the background or other objects in different lightings and scenarios.  

Object recognition features are categorized into two groups sparse and dense representations. For sparse feature 

representations, interest-point detectors are used to identify structures such as corners and blobs on the object. A 

feature is created for the image patch around each point. Dense feature representations, which are extracted at 

fixed locations densely in a detection window, are gaining popularity as they describe objects richly compared 

to sparse feature representations.  

LBP is robust to illumination and contrast variations as it only considers the signs of the pixel differences. 

However, it is sensitive to noise and small fluctuations of pixel values. To handle this, Local Ternary Pattern 

(LTP) has been proposed. In comparison to LBP, it has 2 thresholds which creates 3 different states as compared 

to 2 in LBP. It is more resistant to noise and small pixel value variations compared to LBP. LBP and LTP 












